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Abstract. Images obtained with coherent illumination, as is the cdsmoar, ultrasound-B, laser and Synthetic
Aperture Radar — SAR, are affected by speckle noise whichoeslthe ability to extract information from
the data. Specialized techniques are required to deal with 8nagery, which has been modeled by gfe
distribution and under which regions with different degreéroughness and mean brightness can be characterized
by two parameters; a third parameter, the number of looks)aged to the overall signal-to-noise ratio. Assessing
distances between samples is an important step in imaggs@)ahey provide grounds of the separability and,
therefore, of the performance of classification proceduréhis work derives and compares eight stochastic
distances and assesses the performance of hypothesith&stmploy them and maximum likelihood estimation.
We conclude that tests based on the triangular distancethauwbde closest empirical size to the theoretical one,
while those based on the arithmetic-geometric distances thee best power. Since the power of tests based on
the triangular distance is close to optimum, we concludettiesafest choice is using this distance for hypothesis
testing, even when compared with classical distances dbdGld-Leibler and Battacharyya.

Keywords: information theory, SAR imagery, contrast measures teddainformacdo, imagens SAR,
medidas de contraste.
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1. Introduction

The operation of Synthetic Aperture Radar (SAR) consists aflisg electromagnetic
pulses towards a target and analyzing the returning echosevintensity depends on the
physical properties of the target surfaceI/ER; QUEGAN, 1998).

Noise is inherent to image acquisition. An important souofenoise when coherent
illumination is used is due to the interference of the sidrzadkscattering by the elements of the
target surface. The resulting effect is called specklee@sIVER; QUEGAN, 1998).

Modelling the probability distribution of image regionsncde a venue for image
analysis CONRADSEN et al. 2003). In particular, the widely employed multiplicativeodel
leads to the suggestion of th#’ distribution for data obtained from coherent illumination
SystemsKRERY et al, 1997;MEJAIL et al,, 2001).

A direct statistical approach leads to the use of estimadedrpeters for data analysis, but
a single scalar measure would be more useful when dealitgimages. Such measure can be
refereed to as “contrast”. Suitable measures of contrasbmy provide useful information
about the image scene but also take part of pre-processpg gt several image analysis
procedures as, for instance, image index®gHOU et al, 2003).

Recent years have seen an increasing interest in adaptiogniafion-theoretic tools to
image processingGOUDAIL; REFREGIER 2004). In particular, the concept of stochastic
divergence WIESE; VAJDA, 2006) has found applications in, among other areas, cluste
analysis fIAK; BARNARD, 1996) and image classificatiopl|G; GARCIA, 2003).

The aim of this study is to advance the analysis of contrasitification in single channel
speckled data. To accomplish this goal, measures of corfoag;® distributed data are
proposed and assessed for intensity format. These measearbased on information theoretic
divergences, and we identify the one that best separafesatif types of targets.

2. The G° distribution for speckled data

Unlike many classes of noise found in optical imaging, speadbise is neither Gaussian
nor additive OLIVER; QUEGAN, 1998). Proposed in the context of optical statistics, thstm
successful approach for speckle data analysis is the rixcéipe model, which emerges from
the physics of the image formatioGQODMAN, 1985).

Such model assumes that each picture element is the outdamaralom variable’ called
return, which is the product of two independent random variablesndY . While the random
variable X models the terraibackscatter, the random variabl& models thespeckie noise.

Backscatter carries all the relevant information from theppsal area; it depends on
target physical properties as, for instance, moisture ahefr A suitable distribution for the
backscatter is theeciprocal gamma law (FRERY et al, 1997),X ~ I'"!(a, ), whose density
function is given by

—Q

fx(z;,7y) = F?—a)xa_l exp (—%), —a,y,x > 0. Q)

SpeckleY can be described by the gamma distributibn,- I'(L, L), with density given by

LL

fy(y; L) = F<L)yL‘1 exp(—=Ly), y>0,L=1, (2)

where the number of looks is assumed known and constant over the whole imagegy;
MOORE; FUNG 1986).
Considering the distributions characterized by densitigsagd (2), and that the related
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random variables are independent, the distribution agtetioZ = XY is given by

LIT(L — @)

— = N v+ L), —a,y,2>0,L> 1. (3)
a0

fz(z;0,7, L) =

We indicate this situation ag ~ G°(«, v, L). Therth moment of7 is expressed by

. Y\ D(—a—r)T(L+7)
B2 = (1) T(—a) (L) @)

if —r/2 > a and infinite otherwise. The homogeneity of the region depamdthe choice of
«, while ~ controls the brightness.

Several methods for estimating parametersand v are available, including bias-
reduced procedure€RIBARI-NETO; FRERY; SILVA 2002; SILVA; CRIBARI-NETO; FRERY, 2008;
VASCONCELLOS; FRERY; SILVA 2005), robust techniquesL(LENDE et al, 2006;BUSTOS; LUCINI;
FRERY, 2002) and algorithms for small sample=RERY; CRIBARI-NETO; SOUZA 2004). In
this study, because of its optimal asymptotic propert@ssELLA; BERGER 2001), maximum
likelihood estimation is employed to estimatend-y.

Based on a random sample of sizez = (21, 22, . . ., 2,,), the likelihood function related to
theG%(a, v, L) distribution is given by

L*T(L — o) \" 7 1.1 ol
E(%Wﬂ)Z(W) Z];[Zi (v+ Lz;) :

Thus, the maximum likelihood estimators fox, ), namely(a,7), are the solution of the
following system of non-linear equations:

n(L — &) — mi(=a) — nlog(7) + Y0, log (7 + Lz) = 0,
18 (@ L), (3 + La) =0,

where?(-) is the digamma function. However, the above system of egpstiioes not, in
general, possess a closed form solution, and numericahizatiion methods are considered.

3. Measures of Distance and Contrast for the G° Law

Contrast analysis often addresses the problem of quargihom distinguishable two image
regions are from each other. In a sense, the need of a dissmoglied. It is possible to
understand an image as a set of regions that can be descyiloitebent probability laws.

Divergence measures were submitted to a systematic andrebensive treatment in Ali
e Silvey (1996), Csiszar (1967) and Salicru et al. (1994) asda result, the class ¢k, ¢)-
divergences was proposed.

Let X andY be random variables defined over the same probability spagpeipped
with densitiesfx (z;0,) and fy (z; 62), respectively, wheré,; and@, are parameter vectors.
Assuming that both densities share a common suppartR the (h, ¢)-divergence, between
fx and fy is defined by

Di(X,Y)=h (/Igb <%> fy (s Oz)dx) : ()

where¢: (0,00) — [0,00) is a convex functionh: (0,00) — [0,00) is a strictly increasing
function with 2(0) = 0, and indeterminate forms are assigned value zero. As pezbém
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Table 1, judicious choices éfand¢ lead to some well-known divergence measures.

Table 1: (., ¢)-divergences and related functiongndh.

(h, ¢)-divergence h(y) | o(z)
Kullback-Leibler y/2 (x — 1) log(x)
Rényi (orderd) | 7i7log (3 — 1y +1), 0 <y < 11y | 22002022 g < g <
Hellinger y/2,0<y<2 (Vo —1)2
Bhattacharyy —log(—y+1),0<y <1 —Vz +
Jensen-Shannon y/2 zlog (f—fl) + log (ILH)
Arithmetic-geometri y (1) log (%2) +(51)
Triangular y, 0<y<?2 L=
Harmonic-mea —log(—y/2+1),0<y<2 %

Some divergence measures lack the symmetry property eghardistances, and a simple
solution to have distances is to define a new mead(t&,Y) = (DL(X,Y) + D}(Y, X))/2,
regardless whethdp’, (-, -) is symmetric or not.

When considering the distance between same distributionly, their parameters are
relevant. In this case, parameter vect@ysand @, replace random variables symbotsand
Y as the arguments of divergence and distance measuresnméasci(2008) provides explicit
expressions and numerical considerations regarding thstsances for thg® distribution.

Figure 1 depicts plots for the distanaé;(el, 0,) betweeng’, wheref, = (ay,,8) and
0, = (—12,11,8), with «; € [—14,—10] and~; was selected, using equation (4), so that its
associated@’ distributed random variable has unit mean:

LI (—on)I'(L)

Mo - DL +1) 7 L ©)

M=

The obtained curves indicate that Hellinger and Bhattagfzadystances exhibit comparable
behavior. Similarly, Kullback-Leibler, Rényi witl¥ = 0.95, and triangular distances have
closely matching plots.

Statistical hypothesis tests for the null hypotheHis : 8, = 6, can be derived from
distances. In particular, the following statistic is catesied:

2mnu

S4(6,,0,) = d(6,,0s),

m—+n

wherev = 1/ (h'(0)¢" (1)) is a constant that depends on the chosen distance; see Table 2

Proposition 1 (NASCIMENTO, 2008) Let m and n assume large values and Sf;(éﬂ, 672) = s,
then the null hypothesis 8, = 6, can berejected at alevel aif Pr (x%, > s) < .

In terms of image analysis, this proposition offers a methmdtatistically refute the
hypothesis that two samples obtained in different regiosms be described by the same
distribution.

4. Simulation Experiments

In order to assess the proposed contrast measures, aionllebg® distributed images was
generated and submitted to the statistical analysis stegyéy Proposition 1. Two nominal
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Figure 1: Distance measures between &ialistributed random variables as a functiomgf

Table 2: Distances and constants
Distance\ v

Kullback-Leibler| 1
Rényi (orderj) | 1/5
Hellinger| 4
Bhattacharyya
Jensen-Shannon
Arithmetic-geometric
Triangular
Harmonic-mean

NEFEBA~DMD

levels of significance were considered, namiélyand5%. We chose to worked with windows
of size7 x 7 pixels.

Following standard SAR literature, we index tge distribution bya and the meam =
—/(1 4 «).

The empirical size and power of the proposed test were saaglat means to guide the
identification of the most adequate distance measure, byisnelaMonte Carlo experiments
under four different scenarios fdrvy, 11, L) and (ag, o, L) and L € {1,2,4,8}: (i) oy =
Qo, i1 F o, (i) g # ao, 1 = po, (1) 1 < ao, iy < po, @and (iV)ay < aw, 11 > pe. For the
given selection of parameter values, pairwise combinatadrthe 64 image types furnished 96
different cases for each scenario (i) or (ii). Situatiom$ &nd (iv) offered 144 cases each.

Table 3 presents the null rejection rates of tests Whosieﬁxtaﬁg are based on the discussed
stochastic distances: Kullback-Leible$( ), Rényi of orders = 0.95 (Sr), Hellinger (Sk),
Bhattacharyya §g), Jensen-Shannorb{s), arithmetic-geometricqsc), triangular ©7), and
harmonic-mean $4v). Data was simulated obeying the null hypothekis : (a1,71) =
(g, 72) = (a*,v*). Five-thousand replications were performed in each si@nabut due to
convergence issues in some cases lesser observationsseereTine empirical rejection rates
closest to the nominal level are highlighted in boldfaceetygind the excellent performance of
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the test based on the triangular distangg) (s evident; in the few cases where it is not the best
test, it is close to the optimum value.

The changes in the value of for a specificL do not alter significantly the rate of type |
error. For smaller values af* (homogeneous images), the empirical sizes are reduced, as
well as for smaller values of. The triangular distance presents the optimum performance
regarding test size. The tests yielded the empirical sizsestt to the theoretical one as follows:
triangular in 62.50% of the 64 situations, Jensen-Shanndmarmonic-mean 9.38%, Helinger
and Bhattacharyya 4.68%, Kullback-Leibler and Rényi 3.13&, finally, arithmetic-geometric
1.57%. It is noteworthy that the two most commonly employestichces, namely the Kullbak-
Leibler and the Bhattacharyya distances present poor pesfoze when used as test statistics.

Nascimento (2008) also assesses the test power, i.etioajeates over several alternative
hypotheses. Regarding this criterion, the test based onidmgular distance is consistently the
second best, after the one derived from the arithmetic-géoerdistance, but the former is still
close to the theoretical value.

5. Conclusions

This paper presented eight statistical tests based on asttichdistances for contrast
identification through the variation of parametersand~ in SAR images modelled by the
G distribution. The employed methodology differs from pws approaches, since it relies on
the symmetrization of théh, ¢)-divergence obtained under & model for intensity data.

We presented evidence suggesting that the meashreés, Sg, Sy and.S;s have empirical
type | errors smaller than the one based on the Kullbackieetistance Sy, which deserves
lots of attention due to its linking with the log-likelihoofinction BLATT; HERO, 2007).
Regarding the power of the associated testsSiaemeasure presented the best performance.

We observed that for a given number of looks, the test powdopeance of the proposed
measures was roughly the same, suggesting the test badeel toilamhgular contrast measure as
the best tool for heterogeneity identification.

The G° distribution is quite appropriate for describing situagmf extreme roughness, i.e.,
with values ofa close to zero. In this situation, despite the variabilitye tests were also
efficient. Furthermore, the power, in general, improveswie increase in the number of looks;
that is, the measures of contrast perform better in imagésheiter signal-to-noise ratio.
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Table 3: Rejection rates of, ¢)-divergence tests undéf :

(a1, m) = (a2, 72) = (a*,7*), a* € {—1.5,—-3, -5,

a=1% | a=5%
a*  y* L | Sk SH St S Sis Sam  Sas SR | Sk SH St Se Sis Sum Skc SR
—1.5 1 1]329 233 158 244 196 179 452 3.04 8091 7.14 541 746 631 571 11.04 8.56
2| 426 325 208 355 275 245 587 3.98 10.60 9.20 6.92 9.63 838 7.67 11.88 10.34
4 | 455 358 225 386 311 269 592 442 11.20 1003 815 1040 945 886 13.08 11.09
8 | 480 413 304 422 364 335 6.06 471 11.06 10.17 815 1044 926 8.68 1245 10.90
10 11298 196 117 217 152 134 417 273 8.10 6.66 5.05 6.89 595 547 1041 7.78
2 | 428 315 223 340 270 253 578 4.26 11.23 986 755 10.12 8.79 8.05 13.22 11.08
4 | 472 4.04 267 422 357 3.09 594 4.66 11.08 9.93 790 10.33 9.03 8.38 12.60 10.94
8 | 5.08 435 293 462 382 335 648 5021175 1086 860 11.22 986 9.06 13.10 11.61
—-3.0 4 11182 129 078 141 100 097 257 1694 498 433 3.64 445 3.92 3.73 6.55 4.89
2 | 208 176 118 182 1.46 143 3.14 203 6.65 552 441 573 499 471 7.95 6.49
4 1335 270 18 290 235 207 446 3.1% 8.80 7.82 587 814 6.94 6.38 1041 8.65
8 | 412 338 227 356 292 255 537 4.02 10.26 9.12 727 937 817 770 11.68 10.13
40 1]210 169 115 169 140 143 293 188 6.08 510 4.01 541 455 443 7.55 5.89
2 | 261 217 169 229 2.03 192 354 252 7.10 5.99 4.9 6.15 5.38 5.15 8.60 7.00
4 |1 341 275 180 294 237 220 475 33% 945 8.38 6.38 863 751 6.81 1153 9.28
8 | 424 349 234 378 3.08 269 544 410 9.91 8.91 6.90 9.26 793 7.34 11.36 9.80
—5.0 8§ 1|179 133 083 152 115 096 207 1.65| 459 3.99 3.03 418 3.67 344 5.92 4.50
21189 138 113 161 1.23 126 242 176 4.44 387 321 397 371 343 548 4.31
4 (214 159 102 180 1.34 121 282 200 5.93 503 3.71 521 457 4.09 7.50 5.84
8 | 358 315 234 329 268 248 475 347 945 8.25 6.34 859 747 6.78 10.83 9.34
80 1124 100 076 105 086 076 176 1.19 5.09 452 371 480 4.18 4.23 6.61 5.04
2 (207 167 114 176 1.55 133 260 19% 541 464 371 492 448 417 6.65 5.35
41199 149 112 162 1.30 123 274 183 6.13 542 4.09 5.60 487 4.37 7.38 5.97
8330 247 171 271 214 200 440 3.22 858 7.87 6.05 8.07 7.01 656 10.07 8.48
—8.0 14 11132 119 086 125 099 1.06 192 1.26/ 3.70 297 251 3.17 284 271 476 3.50
2 1109 084 063 084 0.79 0.71 1.551.04 3.17 297 246 3.01 272 255 414 3.17
41123 111 088 111 1.05 099 169 1.23| 4.35 3.68 286 386 333 3.10 523 4.21
8 | 247 214 153 223 1.86 1.86 3.28 240 6.54 581 455 6.10 5.38 4.92 7.85 6.43
140 1| 163 129 082 129 116 109 184 156| 4.08 3.47 279 360 326 299 483 3.87
2 (147 117 091 129 112 104 216 147| 445 393 324 401 371 354 522 4.40
41189 178 122 186 149 146 236 189 501 440 3.85 463 4.08 3.99 5.88 4.95
8 | 257 219 155 230 1.84 1.80 330 25% 7.27 6.69 527 6.83 6.07 5.63 8.64 7.23

7360



	proximo artigo: 
	artigo_prox_txt: próximo artigo
	artigo anterior: 
	artigo_ant_txt: artigo anterior
	indice_txt: sumário
	sumário: 
	cb: Anais XIV Simpósio Brasileiro de Sensoriamento Remoto, Natal, Brasil, 25-30 abril 2009, INPE, p. 7353-7360.


